
EFFECTIVE SOLUTION 
ALGORITHMS FOR BI-OBJECTIVE 

DISCRETE CONTINUOUS 
OPTIMIZATION PROBLEMS 

 
 

Metin Türkay 
College of Engineering 
Koç University, Istanbul 

 
 

AIChE Annual Meeting 2014 
Atlanta, November 17, 2014 

Paper 192d – In Honor of Ignacio E. Grossmann’s 65th Birthday II 



OUTLINE 

Ø  Multi-Objective Discrete-Continuous Optimization Problems 
Ø  Terminology 
Ø  Existing Methods 

ü  ϵ-constraint method and its extensions 
ü  CAN algorithm for finding extreme supported nodominated points  

Ø  Novel Algorithms 
ü  ϵ-OA for MINLP 
ü  EnpoBOMIP for MILP 

Ø  Performance Comparison 
Ø  MINLP 
Ø  MILP 

Ø  Summary 



MULTI-OBJECTIVE OPTIMIZATION 

Ø  Multi-objective optimization problems (MOOP) involve 
optimizing simultaneously N objective functions f1, f2,…,fN 
over a feasible set X.  

Ø  Many survey papers were published (Ulungu&Teghem, 1994; 
Ehrgott&Gandibleux, 2000; Ehrgott, 2005) 

Ø  Research on solution algorithms: 
Ø  Continuous and convex: a variety of algorithms – maturing 
Ø  Continuous and nonconvex: a few algorithms 
Ø  Combinatorial: a number of papers in the last 5 years 
Ø  Discrete-continuous – linear: a handful of papers in the last 3 years 
Ø  Discrete-continuous – nonlinear: only 5 papers straighforward use 

of algorithms developed for continuous and convex problems 
 
 
 
  

  

max  F(x) = f1(x),..., fN (x)( )
s.t.       x ∈X



TERMINOLOGY 
Ø Let   
Ø  x dominates x’ 

   
Ø  x strictly dominates x’ 
    
Ø  x weakly dominates x’ 

Ø x is Pareto optimal or efficient 
                   that does not dominate x 
 
  Ø  Ideal Point (Utopia Point): all objectives are optimized simultaneously  

Ø Anti-Ideal Point: all objectives are at their worst 
Ø Pareto set: entire set of non-dominated solutions 
Ø Nadir Point: lower bound of each objective in the Pareto set  

  x,x ' ∈X

   

fn(x) ≥ fn(x ' )   ∀n = 1,..., N  and ∃ !n∈{1,..., N}

with  f !n(x) > f !n(x ' )

  fn(x) > fn(x ' )   ∀n = 1,..., N

  fn(x) ≥ fn(x ' )   ∀n = 1,..., N

  ∀x ' ∈X



Ø Haimes et al., 1971 
ü  Presented the ϵ-constraint approach to solving MOOP. 
ü  The maximum and minimum values for all objectives are found separately 
ü  One of the objectives is retained and the rest of the objectives are 

converted into constraints 
ü  A virtual grid is constructed to include all N-1 objective functions. 
ü  Then the following sub-problem is solved iteratively for each ij 

   Lbj: the lower bound on the objective j 
   ϵj: range of the objective j in the iteration ij 
 

ϵ-CONSTRAINT APPROACH 

   

max  f1(x)

s.t.
f j (x) ≥ Lbj + ijε j    ∀j = 2,..., N

       x ∈X



Ø The ϵ-constraint approach may find weakly efficient solutions.  
Ø Mavrotas, 2009 

ü  Modified the ϵ-constraint method by introducing a slack variable to the 
each objective that is converted into a constraint. 

ü  A penalty term with scalar µ (10-3-10-6) is added to the objective 
 

 
   sj: slack variable for each objective j that is converted into a constraint 
   rj:  the range of objective j 
   Lbj: the lower bound on the objective j 
   ϵj: range of the objective j in the iteration ij 
 

AUGMENTED ϵ-CONSTRAINT 
APPROACH 

   

max  f1(x)+ µ
sj

rjj=2

N

∑
s.t.
f j (x)− sj = Lbj + ijε j    ∀j = 2,..., N

sj ≥ 0   ∀j = 2,..., N

       x ∈X



Ø  The CAN, presented by Cohon1978, Aneja&Nair1979, is an exact 
algorithm to find all Extreme Supported Nondominated (ESN) points of 
BOMILPs. 
 

Ø  In each iteration of the CAN two ESN points (ż,ž) are known and the 
algorithm searches for another ESN point between them.  

 
PCAN(ż,ž): β = min z2-mz1 s.t. (x,y)ϵS 

 
where m=(ż2-ž2)/(ż1-ž1). 
 
Ø  If β = z2-z1, then there is no ESN between (ż,ž) 
Ø  Otherwise, a new ESN is found, hence the algorithm continues to 

search between the new point and ż, and ž. 

CAN 
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efficient solutions to this problem. Cucek et al. (2012) reduced the
dimensionality of the criteria in MOMINLP of biomass energy sup-
ply chains based on similar behavior among criteria. Chakraborty
and Linninger (2002) presented combinatorial process synthesis
for developing plant-wide recovery and treatment policies with
conflicting objectives cost and environmental impact. A common
issue in all of the previous work is the straightforward use of exist-
ing methods, specially the traditional !-constraint (T-!-con), to
solve the MCO  problems. In T-!-con, one of the objectives optimized
while the values of other criteria are bounded by a parameter, !.
Then, a set of efficient solutions are found by systematic variation of
! (Haimes et al., 1971; Hwang and Masud, 1979). Several methods
for selecting !-values are studied (Goicoechea et al., 1976; Stadler,
1988). The drawback of T-!-con is, however, the possibility of
generating weekly efficient solutions. The augmented !-constraint
method overcomes this impediment by including the slacks of the
constraints that are added due to the other criteria to the objective
function, weighted by a parameter ", to eliminate the possibility of
generating weekly dominated solutions (Mavrotas, 2009; Mavrotas
and Florios, 2013). In this paper, we investigate bi-objective non-
linear networks where two objective functions are simultaneously
minimized (without loss of generality), and develop an efficient
algorithm (!-OA), using augmented !-constraint and OA, to find
efficient solutions in a very short CPU time.

MINLPs are categorized as the most difficult problems as they
include both discrete and continuous variables and involve nonlin-
earity in objective function and constraints. Several methods have
been proposed to solve MINLPs including NLP-based branch and
bound (Nabar and Schrage, 1991), generalized Beneders decom-
position (Geoffrion, 1972), and OA (Duran and Grossmann, 1986).
The OA is suitable for convex MINLPs and its execution involves
repeatedly solving the NLP subproblem, generated by fixing the val-
ues of discrete variables, and the Master problem, constructed by
replacing the nonlinear functions by their linear approximations,
until the bounds from these two problems converge. In this paper,
we use logic-based OA to develop our !-OA algorithm to solve
bi-objective GDPs in the synthesis of nonlinear process networks.
The !-OA uses the results of the previously solved subproblems
to eliminate the unnecessary operations in subsequent iterations.
We conduct an experiment to compare the effectiveness of !-
OA with the straightforward use of OA to solve subproblems of
the augmented !-constraint method (!-con + OA), the augmented
!-constraint with MINLP solvers (!-MINLP), and T-!-con. We  illus-
trate these four algorithms on 3 and 8 process networks and show
that !-OA is very effective than others. Moreover, compared to T-!-
con, our novel algorithm !-OA enhances the quality of the results
as it guarantees the efficiency of the solutions.

The design of this paper goes as follows. Section 2 presents
the bi-objective nonlinear process networks and illustrates on 3
and 8 process problems. The augmented !-constraint model of this
problem is given in Section 3. Section 4 outlines the foundation
of logic-based OA with respect to the bi-objective nonlinear pro-
cess networks problem. We  propose the novel !-OA algorithm in
Section 5. A computational experiment is presented in Section 6 to
illustrate the efficiency of !-OA. This is followed by conclusion.

2. Bi-objective nonlinear process networks

The generalized disjunctive programming model of bi-objective
nonlinear process networks (P) is represented as follows.

min  Z = (z1, z2)

=

(
∑

i

ci + f1(x),
∑

i

pi + f2(x)

)
(1)

s.t. g(x) ≤ 0, (2)
⎡

⎢⎢⎢⎢⎢⎣

Yi

hi(x) ≤ 0

ci = #i

pi = $i

⎤

⎥⎥⎥⎥⎥⎦
∨

⎡

⎢⎢⎢⎢⎢⎣

¬Yi

Bix = 0

ci = 0

pi = 0

⎤

⎥⎥⎥⎥⎥⎦
∀i ∈ D, (3)

%(Y) = True, (4)

x ∈ Rn, c≥0, p≥0, Y ∈ {True, False}m. (5)

The bi-objective optimization model involves continuous (x,
c, and p) and Boolean (Y) decision variables. The Boolean vari-
ables are defined for process units in the network and show the
existence of the corresponding unit. The objective function simul-
taneously minimizes two  functions, z1 and z2. Eq. (2) represents
global inequalities that always hold independent of the values of
Boolean variables. Disjunctions (Eq. 3) are written for all processing
units; if the corresponding Boolean variable is “True”, then a par-
ticular relation among x’s hold and the relevant fixed costs (c and p)
are paid, otherwise the associated c, p, and x’s become zero. Here,
Bi = [bT

k ], where bT
k = eT

k if xk = 0, and bT
k = 0T if xk /= 0. Eq. (4) is

the logic relations between Boolean variables based on the connec-
tions and interactions among units. In this model, f1(x), f2(x), g(x),
and hi(x) can be linear or nonlinear convex functions.

2.1. Example: 3-process network

In this section, we  present the well-known 3-process network
synthesis example (Kocis and Grossmann, 1989) to illustrate the
bi-objective model given by Eqs. (1)–(5). This example consists of
3 processing units, as shown in Fig. 1. The raw material A should
be processed in either units 2 or 3 to produce B. The material B can
be also purchased from outside. Unit 1 processes B and produces C.
The variables xk, k = 1, . . .,  8, are the amount of material flows.

The objective function of this problem is to simultaneously mini-
mize z1 and z2. Note that we  generate the second objective function,
z2, so that the solution corresponding to the best compromise
between these objectives is found.

min  Z = (z1, z2)

z1 = c1 + c2 + c3 + x4 + 1.8x1 + 1.2x5 + 7x6 − 11x8

z2 = p1 + p2 + p3

+1.8x1 + 2x2 + 3x3 + x4 + 1.2x5 + 7x6 − 5x7 − 11x8

(6)

The material balance equations at mixing/splitting points, and
specifications on the flows are as follows. These relations are gen-
eral and hold independent of the values of Boolean variables.

x1 − x2 − x3 = 0,

x7 − x4 − x5 − x6 = 0,

x5 ≤ 5,

x8 ≤ 1

(7)
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Fig. 1. Superstructure for the 3-process network synthesis.
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efficient solutions to this problem. Cucek et al. (2012) reduced the
dimensionality of the criteria in MOMINLP of biomass energy sup-
ply chains based on similar behavior among criteria. Chakraborty
and Linninger (2002) presented combinatorial process synthesis
for developing plant-wide recovery and treatment policies with
conflicting objectives cost and environmental impact. A common
issue in all of the previous work is the straightforward use of exist-
ing methods, specially the traditional !-constraint (T-!-con), to
solve the MCO  problems. In T-!-con, one of the objectives optimized
while the values of other criteria are bounded by a parameter, !.
Then, a set of efficient solutions are found by systematic variation of
! (Haimes et al., 1971; Hwang and Masud, 1979). Several methods
for selecting !-values are studied (Goicoechea et al., 1976; Stadler,
1988). The drawback of T-!-con is, however, the possibility of
generating weekly efficient solutions. The augmented !-constraint
method overcomes this impediment by including the slacks of the
constraints that are added due to the other criteria to the objective
function, weighted by a parameter ", to eliminate the possibility of
generating weekly dominated solutions (Mavrotas, 2009; Mavrotas
and Florios, 2013). In this paper, we investigate bi-objective non-
linear networks where two objective functions are simultaneously
minimized (without loss of generality), and develop an efficient
algorithm (!-OA), using augmented !-constraint and OA, to find
efficient solutions in a very short CPU time.

MINLPs are categorized as the most difficult problems as they
include both discrete and continuous variables and involve nonlin-
earity in objective function and constraints. Several methods have
been proposed to solve MINLPs including NLP-based branch and
bound (Nabar and Schrage, 1991), generalized Beneders decom-
position (Geoffrion, 1972), and OA (Duran and Grossmann, 1986).
The OA is suitable for convex MINLPs and its execution involves
repeatedly solving the NLP subproblem, generated by fixing the val-
ues of discrete variables, and the Master problem, constructed by
replacing the nonlinear functions by their linear approximations,
until the bounds from these two problems converge. In this paper,
we use logic-based OA to develop our !-OA algorithm to solve
bi-objective GDPs in the synthesis of nonlinear process networks.
The !-OA uses the results of the previously solved subproblems
to eliminate the unnecessary operations in subsequent iterations.
We conduct an experiment to compare the effectiveness of !-
OA with the straightforward use of OA to solve subproblems of
the augmented !-constraint method (!-con + OA), the augmented
!-constraint with MINLP solvers (!-MINLP), and T-!-con. We  illus-
trate these four algorithms on 3 and 8 process networks and show
that !-OA is very effective than others. Moreover, compared to T-!-
con, our novel algorithm !-OA enhances the quality of the results
as it guarantees the efficiency of the solutions.

The design of this paper goes as follows. Section 2 presents
the bi-objective nonlinear process networks and illustrates on 3
and 8 process problems. The augmented !-constraint model of this
problem is given in Section 3. Section 4 outlines the foundation
of logic-based OA with respect to the bi-objective nonlinear pro-
cess networks problem. We  propose the novel !-OA algorithm in
Section 5. A computational experiment is presented in Section 6 to
illustrate the efficiency of !-OA. This is followed by conclusion.

2. Bi-objective nonlinear process networks

The generalized disjunctive programming model of bi-objective
nonlinear process networks (P) is represented as follows.

min  Z = (z1, z2)

=

(
∑

i

ci + f1(x),
∑

i

pi + f2(x)

)
(1)

s.t. g(x) ≤ 0, (2)
⎡

⎢⎢⎢⎢⎢⎣

Yi

hi(x) ≤ 0

ci = #i

pi = $i

⎤

⎥⎥⎥⎥⎥⎦
∨

⎡

⎢⎢⎢⎢⎢⎣

¬Yi

Bix = 0

ci = 0

pi = 0

⎤

⎥⎥⎥⎥⎥⎦
∀i ∈ D, (3)

%(Y) = True, (4)

x ∈ Rn, c≥0, p≥0, Y ∈ {True, False}m. (5)

The bi-objective optimization model involves continuous (x,
c, and p) and Boolean (Y) decision variables. The Boolean vari-
ables are defined for process units in the network and show the
existence of the corresponding unit. The objective function simul-
taneously minimizes two  functions, z1 and z2. Eq. (2) represents
global inequalities that always hold independent of the values of
Boolean variables. Disjunctions (Eq. 3) are written for all processing
units; if the corresponding Boolean variable is “True”, then a par-
ticular relation among x’s hold and the relevant fixed costs (c and p)
are paid, otherwise the associated c, p, and x’s become zero. Here,
Bi = [bT

k ], where bT
k = eT

k if xk = 0, and bT
k = 0T if xk /= 0. Eq. (4) is

the logic relations between Boolean variables based on the connec-
tions and interactions among units. In this model, f1(x), f2(x), g(x),
and hi(x) can be linear or nonlinear convex functions.

2.1. Example: 3-process network

In this section, we  present the well-known 3-process network
synthesis example (Kocis and Grossmann, 1989) to illustrate the
bi-objective model given by Eqs. (1)–(5). This example consists of
3 processing units, as shown in Fig. 1. The raw material A should
be processed in either units 2 or 3 to produce B. The material B can
be also purchased from outside. Unit 1 processes B and produces C.
The variables xk, k = 1, . . .,  8, are the amount of material flows.

The objective function of this problem is to simultaneously mini-
mize z1 and z2. Note that we  generate the second objective function,
z2, so that the solution corresponding to the best compromise
between these objectives is found.

min  Z = (z1, z2)

z1 = c1 + c2 + c3 + x4 + 1.8x1 + 1.2x5 + 7x6 − 11x8

z2 = p1 + p2 + p3

+1.8x1 + 2x2 + 3x3 + x4 + 1.2x5 + 7x6 − 5x7 − 11x8
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The material balance equations at mixing/splitting points, and
specifications on the flows are as follows. These relations are gen-
eral and hold independent of the values of Boolean variables.

x1 − x2 − x3 = 0,

x7 − x4 − x5 − x6 = 0,

x5 ≤ 5,
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Fig. 1. Superstructure for the 3-process network synthesis.
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and
∑

ip
A
i + f2(xA) ≤ zU

2 − j!. In the above, we proved that "A can-
not be dominated by feasible solutions of the same subproblem.
So, suppose that "C is a feasible solution of problem (P), but is
not feasible for subproblem (SPj). Therefore, "C is feasible for
Eqs. (2)–(5), but it does not satisfy

∑
ip

C
i + f2(xC ) ≤ zU

2 − j!. Sup-
pose that, on the contrary, "C dominates "A, thus

∑
ip

C
i + f2(xC ) ≤∑

ip
A
i + f2(xA). Since

∑
ip

A
i + f2(xA) ≤ zU

2 − j!, then
∑

ip
C
i + f2(xC ) ≤∑

ip
A
i + f2(xA) ≤ zU

2 − j!. It follows that
∑

ip
C
i + f2(xC ) ≤ zU

2 − j!,
meaning that "C is feasible for subproblem (SPj). This is a contradic-
tion. Hence, any efficient solution of subproblem (SPj) is efficient
for problem (P). !

The efficient frontier that can be approximated by solving sub-
problems SPj’s for j = 1, . . .,  Q provides useful trade-off information
between objectives and can be used by decision maker to choose
from the possible efficient alternatives. The impediment, however,
is solving these NP-hard subproblems, specially when Q is very
large. The state-of-the-art MINLP solvers, such as DICOPT, can be
used to solve the subproblems (SPj). Algorithm 1 represents this
method to produce efficient solutions for the bi-objective nonlin-
ear network synthesis problems (!-MINLP). In Section 6, we show
that !-MINLP using DICOPT is very slow in solving the 3 and 8 pro-
cess network synthesis examples. In the remaining of this paper,
we present an effective algorithm to find the efficient solutions for
very large values of Q in a short computing time.

Algorithm 1. The !-MINLP for the bi-objective discrete GDPs for
nonlinear convex network synthesis problems

4. Foundations of logic-based OA

In this section, we present the logic-based OA (Turkay and
Grossmann, 1996a) to solve the subproblems of the augmented
!-constraint method. The OA was first developed by Duran and
Grossmann (1986) to solve convex MINLPs. The logic-based OA
starts with solving a set covering problem to find the minimum
number of alternatives that cover all of the processing units. The
NLP subproblem is solved for each of these alternatives and the
best upper bound is obtained. The Maser problem is constructed by
linearizing the nonlinear functions, and a lower bound is found by
solving the Master problem. If the optimality gap is small enough,
the algorithm terminates and the solution of the NLP subprob-
lem is optimal, otherwise, the NLP subproblem is solved using
the Boolean variable values found by the Master problem. If the
remaining optimality gap is within tolerance limits, the algorithm
stops, otherwise the Master problem is constructed and solved. This
procedure continues until the lower and upper bounds converge.
The NLP subproblem of (SPj) for a fixed choice of Boolean variables,
Yi, is as follows.

min  Zaug
U =

∑

i

ci + f1(x) − #
r

s (17)

s.t.
∑

i

pi + f2(x) + s = zU
2 − j!, (18)

g(x) ≤ 0, (19)

hi(x) ≤ 0

ci = $i

pi = %i

⎫
⎪⎪⎬

⎪⎪⎭
∀Yi = True, (20)

Bix = 0

ci = 0

pi = 0

⎫
⎪⎪⎬

⎪⎪⎭
∀Yi = False, (21)

x ∈ Rn, c≥0, p≥0. (22)

Solving the NLP subproblem provides a feasible solution and
an upper bound on the optimal value of (SPj). The solution of this
problem is used as the input to construct the MILP Master problem.
Suppose that L values have been obtained for x from solving the
NLP subproblems by the current iteration, i.e. xl, l = 1, . . .,  L. Then,
the master problem is written as follows.

min  Zaug
L =

∑

i

$iyi + ˛oa − #
r

s (23)

s.t. ˛oa≥f1(xl) + ∇f1(xl)
T
(x − xl) ∀l = 1, . . ., L (24)

g(xl) + ∇g(xl)
T
(x − xl) ≤ 0 ∀l = 1, . . .,  L (25)

∑

i

%iyi + f2(xl) + ∇f2(xl)
T
(x − xl) + s

= zU
2 − j! ∀l = 1, . . .,  L

(26)

∇hi(xl)
T
x ≤
(

−hi(xl) + ∇hi(xl)
T
xl
)

yi

∀l = 1, . . .,  L, i ∈ D
(27)

Bix ≤ Miyi ∀i ∈ D (28)

Ay ≤ a (29)

˛oa ∈ R1, x ∈ Rn, y ∈ {0, 1}m. (30)

Eq. (29) represents the logic relations between yi’s. Solving the MILP
Master problem provides a lower bound on the optimal value of
(SPj). The Master problem finds a new values for Boolean variables
to generate and solve NLP subproblem.

The logic-based OA can be applied to each subproblem of the
augmented !-constraint method (SPj) when solving a bi-objective
discrete nonlinear problem to find efficient solutions; however, this
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and
∑

ip
A
i + f2(xA) ≤ zU

2 − j!. In the above, we proved that "A can-
not be dominated by feasible solutions of the same subproblem.
So, suppose that "C is a feasible solution of problem (P), but is
not feasible for subproblem (SPj). Therefore, "C is feasible for
Eqs. (2)–(5), but it does not satisfy

∑
ip

C
i + f2(xC ) ≤ zU

2 − j!. Sup-
pose that, on the contrary, "C dominates "A, thus

∑
ip

C
i + f2(xC ) ≤∑

ip
A
i + f2(xA). Since

∑
ip

A
i + f2(xA) ≤ zU

2 − j!, then
∑

ip
C
i + f2(xC ) ≤∑

ip
A
i + f2(xA) ≤ zU

2 − j!. It follows that
∑

ip
C
i + f2(xC ) ≤ zU

2 − j!,
meaning that "C is feasible for subproblem (SPj). This is a contradic-
tion. Hence, any efficient solution of subproblem (SPj) is efficient
for problem (P). !

The efficient frontier that can be approximated by solving sub-
problems SPj’s for j = 1, . . .,  Q provides useful trade-off information
between objectives and can be used by decision maker to choose
from the possible efficient alternatives. The impediment, however,
is solving these NP-hard subproblems, specially when Q is very
large. The state-of-the-art MINLP solvers, such as DICOPT, can be
used to solve the subproblems (SPj). Algorithm 1 represents this
method to produce efficient solutions for the bi-objective nonlin-
ear network synthesis problems (!-MINLP). In Section 6, we show
that !-MINLP using DICOPT is very slow in solving the 3 and 8 pro-
cess network synthesis examples. In the remaining of this paper,
we present an effective algorithm to find the efficient solutions for
very large values of Q in a short computing time.

Algorithm 1. The !-MINLP for the bi-objective discrete GDPs for
nonlinear convex network synthesis problems

4. Foundations of logic-based OA

In this section, we present the logic-based OA (Turkay and
Grossmann, 1996a) to solve the subproblems of the augmented
!-constraint method. The OA was first developed by Duran and
Grossmann (1986) to solve convex MINLPs. The logic-based OA
starts with solving a set covering problem to find the minimum
number of alternatives that cover all of the processing units. The
NLP subproblem is solved for each of these alternatives and the
best upper bound is obtained. The Maser problem is constructed by
linearizing the nonlinear functions, and a lower bound is found by
solving the Master problem. If the optimality gap is small enough,
the algorithm terminates and the solution of the NLP subprob-
lem is optimal, otherwise, the NLP subproblem is solved using
the Boolean variable values found by the Master problem. If the
remaining optimality gap is within tolerance limits, the algorithm
stops, otherwise the Master problem is constructed and solved. This
procedure continues until the lower and upper bounds converge.
The NLP subproblem of (SPj) for a fixed choice of Boolean variables,
Yi, is as follows.

min  Zaug
U =

∑

i

ci + f1(x) − #
r

s (17)

s.t.
∑

i

pi + f2(x) + s = zU
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g(x) ≤ 0, (19)
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⎫
⎪⎪⎬

⎪⎪⎭
∀Yi = True, (20)

Bix = 0
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pi = 0

⎫
⎪⎪⎬

⎪⎪⎭
∀Yi = False, (21)

x ∈ Rn, c≥0, p≥0. (22)

Solving the NLP subproblem provides a feasible solution and
an upper bound on the optimal value of (SPj). The solution of this
problem is used as the input to construct the MILP Master problem.
Suppose that L values have been obtained for x from solving the
NLP subproblems by the current iteration, i.e. xl, l = 1, . . .,  L. Then,
the master problem is written as follows.

min  Zaug
L =
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i

$iyi + ˛oa − #
r

s (23)

s.t. ˛oa≥f1(xl) + ∇f1(xl)
T
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(27)

Bix ≤ Miyi ∀i ∈ D (28)

Ay ≤ a (29)

˛oa ∈ R1, x ∈ Rn, y ∈ {0, 1}m. (30)

Eq. (29) represents the logic relations between yi’s. Solving the MILP
Master problem provides a lower bound on the optimal value of
(SPj). The Master problem finds a new values for Boolean variables
to generate and solve NLP subproblem.

The logic-based OA can be applied to each subproblem of the
augmented !-constraint method (SPj) when solving a bi-objective
discrete nonlinear problem to find efficient solutions; however, this
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and
∑

ip
A
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2 − j!. In the above, we proved that "A can-
not be dominated by feasible solutions of the same subproblem.
So, suppose that "C is a feasible solution of problem (P), but is
not feasible for subproblem (SPj). Therefore, "C is feasible for
Eqs. (2)–(5), but it does not satisfy
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meaning that "C is feasible for subproblem (SPj). This is a contradic-
tion. Hence, any efficient solution of subproblem (SPj) is efficient
for problem (P). !

The efficient frontier that can be approximated by solving sub-
problems SPj’s for j = 1, . . .,  Q provides useful trade-off information
between objectives and can be used by decision maker to choose
from the possible efficient alternatives. The impediment, however,
is solving these NP-hard subproblems, specially when Q is very
large. The state-of-the-art MINLP solvers, such as DICOPT, can be
used to solve the subproblems (SPj). Algorithm 1 represents this
method to produce efficient solutions for the bi-objective nonlin-
ear network synthesis problems (!-MINLP). In Section 6, we show
that !-MINLP using DICOPT is very slow in solving the 3 and 8 pro-
cess network synthesis examples. In the remaining of this paper,
we present an effective algorithm to find the efficient solutions for
very large values of Q in a short computing time.

Algorithm 1. The !-MINLP for the bi-objective discrete GDPs for
nonlinear convex network synthesis problems

4. Foundations of logic-based OA

In this section, we present the logic-based OA (Turkay and
Grossmann, 1996a) to solve the subproblems of the augmented
!-constraint method. The OA was first developed by Duran and
Grossmann (1986) to solve convex MINLPs. The logic-based OA
starts with solving a set covering problem to find the minimum
number of alternatives that cover all of the processing units. The
NLP subproblem is solved for each of these alternatives and the
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linearizing the nonlinear functions, and a lower bound is found by
solving the Master problem. If the optimality gap is small enough,
the algorithm terminates and the solution of the NLP subprob-
lem is optimal, otherwise, the NLP subproblem is solved using
the Boolean variable values found by the Master problem. If the
remaining optimality gap is within tolerance limits, the algorithm
stops, otherwise the Master problem is constructed and solved. This
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an upper bound on the optimal value of (SPj). The solution of this
problem is used as the input to construct the MILP Master problem.
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Eq. (29) represents the logic relations between yi’s. Solving the MILP
Master problem provides a lower bound on the optimal value of
(SPj). The Master problem finds a new values for Boolean variables
to generate and solve NLP subproblem.

The logic-based OA can be applied to each subproblem of the
augmented !-constraint method (SPj) when solving a bi-objective
discrete nonlinear problem to find efficient solutions; however, this

Please cite this article in press as: Fattahi A, Turkay M.  !-OA for the solution of bi-objective generalized disjunc-
tive programming problems in the synthesis of nonlinear process networks. Computers and Chemical Engineering (2014),
http://dx.doi.org/10.1016/j.compchemeng.2014.04.004

ARTICLE IN PRESSG Model
CACE-4944; No. of Pages 11

4 A. Fattahi, M. Turkay / Computers and Chemical Engineering xxx (2014) xxx–xxx

and
∑

ip
A
i + f2(xA) ≤ zU

2 − j!. In the above, we proved that "A can-
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for problem (P). !

The efficient frontier that can be approximated by solving sub-
problems SPj’s for j = 1, . . .,  Q provides useful trade-off information
between objectives and can be used by decision maker to choose
from the possible efficient alternatives. The impediment, however,
is solving these NP-hard subproblems, specially when Q is very
large. The state-of-the-art MINLP solvers, such as DICOPT, can be
used to solve the subproblems (SPj). Algorithm 1 represents this
method to produce efficient solutions for the bi-objective nonlin-
ear network synthesis problems (!-MINLP). In Section 6, we show
that !-MINLP using DICOPT is very slow in solving the 3 and 8 pro-
cess network synthesis examples. In the remaining of this paper,
we present an effective algorithm to find the efficient solutions for
very large values of Q in a short computing time.

Algorithm 1. The !-MINLP for the bi-objective discrete GDPs for
nonlinear convex network synthesis problems
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In this section, we present the logic-based OA (Turkay and
Grossmann, 1996a) to solve the subproblems of the augmented
!-constraint method. The OA was first developed by Duran and
Grossmann (1986) to solve convex MINLPs. The logic-based OA
starts with solving a set covering problem to find the minimum
number of alternatives that cover all of the processing units. The
NLP subproblem is solved for each of these alternatives and the
best upper bound is obtained. The Maser problem is constructed by
linearizing the nonlinear functions, and a lower bound is found by
solving the Master problem. If the optimality gap is small enough,
the algorithm terminates and the solution of the NLP subprob-
lem is optimal, otherwise, the NLP subproblem is solved using
the Boolean variable values found by the Master problem. If the
remaining optimality gap is within tolerance limits, the algorithm
stops, otherwise the Master problem is constructed and solved. This
procedure continues until the lower and upper bounds converge.
The NLP subproblem of (SPj) for a fixed choice of Boolean variables,
Yi, is as follows.
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Solving the NLP subproblem provides a feasible solution and
an upper bound on the optimal value of (SPj). The solution of this
problem is used as the input to construct the MILP Master problem.
Suppose that L values have been obtained for x from solving the
NLP subproblems by the current iteration, i.e. xl, l = 1, . . .,  L. Then,
the master problem is written as follows.
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Ay ≤ a (29)

˛oa ∈ R1, x ∈ Rn, y ∈ {0, 1}m. (30)

Eq. (29) represents the logic relations between yi’s. Solving the MILP
Master problem provides a lower bound on the optimal value of
(SPj). The Master problem finds a new values for Boolean variables
to generate and solve NLP subproblem.

The logic-based OA can be applied to each subproblem of the
augmented !-constraint method (SPj) when solving a bi-objective
discrete nonlinear problem to find efficient solutions; however, this
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efficient solutions to this problem. Cucek et al. (2012) reduced the
dimensionality of the criteria in MOMINLP of biomass energy sup-
ply chains based on similar behavior among criteria. Chakraborty
and Linninger (2002) presented combinatorial process synthesis
for developing plant-wide recovery and treatment policies with
conflicting objectives cost and environmental impact. A common
issue in all of the previous work is the straightforward use of exist-
ing methods, specially the traditional !-constraint (T-!-con), to
solve the MCO  problems. In T-!-con, one of the objectives optimized
while the values of other criteria are bounded by a parameter, !.
Then, a set of efficient solutions are found by systematic variation of
! (Haimes et al., 1971; Hwang and Masud, 1979). Several methods
for selecting !-values are studied (Goicoechea et al., 1976; Stadler,
1988). The drawback of T-!-con is, however, the possibility of
generating weekly efficient solutions. The augmented !-constraint
method overcomes this impediment by including the slacks of the
constraints that are added due to the other criteria to the objective
function, weighted by a parameter ", to eliminate the possibility of
generating weekly dominated solutions (Mavrotas, 2009; Mavrotas
and Florios, 2013). In this paper, we investigate bi-objective non-
linear networks where two objective functions are simultaneously
minimized (without loss of generality), and develop an efficient
algorithm (!-OA), using augmented !-constraint and OA, to find
efficient solutions in a very short CPU time.

MINLPs are categorized as the most difficult problems as they
include both discrete and continuous variables and involve nonlin-
earity in objective function and constraints. Several methods have
been proposed to solve MINLPs including NLP-based branch and
bound (Nabar and Schrage, 1991), generalized Beneders decom-
position (Geoffrion, 1972), and OA (Duran and Grossmann, 1986).
The OA is suitable for convex MINLPs and its execution involves
repeatedly solving the NLP subproblem, generated by fixing the val-
ues of discrete variables, and the Master problem, constructed by
replacing the nonlinear functions by their linear approximations,
until the bounds from these two problems converge. In this paper,
we use logic-based OA to develop our !-OA algorithm to solve
bi-objective GDPs in the synthesis of nonlinear process networks.
The !-OA uses the results of the previously solved subproblems
to eliminate the unnecessary operations in subsequent iterations.
We conduct an experiment to compare the effectiveness of !-
OA with the straightforward use of OA to solve subproblems of
the augmented !-constraint method (!-con + OA), the augmented
!-constraint with MINLP solvers (!-MINLP), and T-!-con. We illus-
trate these four algorithms on 3 and 8 process networks and show
that !-OA is very effective than others. Moreover, compared to T-!-
con, our novel algorithm !-OA enhances the quality of the results
as it guarantees the efficiency of the solutions.

The design of this paper goes as follows. Section 2 presents
the bi-objective nonlinear process networks and illustrates on 3
and 8 process problems. The augmented !-constraint model of this
problem is given in Section 3. Section 4 outlines the foundation
of logic-based OA with respect to the bi-objective nonlinear pro-
cess networks problem. We  propose the novel !-OA algorithm in
Section 5. A computational experiment is presented in Section 6 to
illustrate the efficiency of !-OA. This is followed by conclusion.

2. Bi-objective nonlinear process networks

The generalized disjunctive programming model of bi-objective
nonlinear process networks (P) is represented as follows.

min  Z = (z1, z2)

=

(
∑

i

ci + f1(x),
∑

i

pi + f2(x)

)
(1)

s.t. g(x) ≤ 0, (2)
⎡

⎢⎢⎢⎢⎢⎣

Yi

hi(x) ≤ 0

ci = #i

pi = $i

⎤

⎥⎥⎥⎥⎥⎦
∨

⎡

⎢⎢⎢⎢⎢⎣

¬Yi

Bix = 0

ci = 0

pi = 0

⎤

⎥⎥⎥⎥⎥⎦
∀i ∈ D, (3)

%(Y) = True, (4)

x ∈ Rn, c≥0, p≥0, Y ∈ {True, False}m. (5)

The bi-objective optimization model involves continuous (x,
c, and p) and Boolean (Y) decision variables. The Boolean vari-
ables are defined for process units in the network and show the
existence of the corresponding unit. The objective function simul-
taneously minimizes two  functions, z1 and z2. Eq. (2) represents
global inequalities that always hold independent of the values of
Boolean variables. Disjunctions (Eq. 3) are written for all processing
units; if the corresponding Boolean variable is “True”, then a par-
ticular relation among x’s hold and the relevant fixed costs (c and p)
are paid, otherwise the associated c, p, and x’s become zero. Here,
Bi = [bT

k ], where bT
k = eT

k if xk = 0, and bT
k = 0T if xk /= 0. Eq. (4) is

the logic relations between Boolean variables based on the connec-
tions and interactions among units. In this model, f1(x), f2(x), g(x),
and hi(x) can be linear or nonlinear convex functions.

2.1. Example: 3-process network

In this section, we  present the well-known 3-process network
synthesis example (Kocis and Grossmann, 1989) to illustrate the
bi-objective model given by Eqs. (1)–(5). This example consists of
3 processing units, as shown in Fig. 1. The raw material A should
be processed in either units 2 or 3 to produce B. The material B can
be also purchased from outside. Unit 1 processes B and produces C.
The variables xk, k = 1, . . .,  8, are the amount of material flows.

The objective function of this problem is to simultaneously mini-
mize z1 and z2. Note that we  generate the second objective function,
z2, so that the solution corresponding to the best compromise
between these objectives is found.

min  Z = (z1, z2)

z1 = c1 + c2 + c3 + x4 + 1.8x1 + 1.2x5 + 7x6 − 11x8

z2 = p1 + p2 + p3

+1.8x1 + 2x2 + 3x3 + x4 + 1.2x5 + 7x6 − 5x7 − 11x8

(6)

The material balance equations at mixing/splitting points, and
specifications on the flows are as follows. These relations are gen-
eral and hold independent of the values of Boolean variables.

x1 − x2 − x3 = 0,

x7 − x4 − x5 − x6 = 0,

x5 ≤ 5,

x8 ≤ 1

(7)
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Fig. 1. Superstructure for the 3-process network synthesis.
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efficient solutions to this problem. Cucek et al. (2012) reduced the
dimensionality of the criteria in MOMINLP of biomass energy sup-
ply chains based on similar behavior among criteria. Chakraborty
and Linninger (2002) presented combinatorial process synthesis
for developing plant-wide recovery and treatment policies with
conflicting objectives cost and environmental impact. A common
issue in all of the previous work is the straightforward use of exist-
ing methods, specially the traditional !-constraint (T-!-con), to
solve the MCO  problems. In T-!-con, one of the objectives optimized
while the values of other criteria are bounded by a parameter, !.
Then, a set of efficient solutions are found by systematic variation of
! (Haimes et al., 1971; Hwang and Masud, 1979). Several methods
for selecting !-values are studied (Goicoechea et al., 1976; Stadler,
1988). The drawback of T-!-con is, however, the possibility of
generating weekly efficient solutions. The augmented !-constraint
method overcomes this impediment by including the slacks of the
constraints that are added due to the other criteria to the objective
function, weighted by a parameter ", to eliminate the possibility of
generating weekly dominated solutions (Mavrotas, 2009; Mavrotas
and Florios, 2013). In this paper, we investigate bi-objective non-
linear networks where two objective functions are simultaneously
minimized (without loss of generality), and develop an efficient
algorithm (!-OA), using augmented !-constraint and OA, to find
efficient solutions in a very short CPU time.

MINLPs are categorized as the most difficult problems as they
include both discrete and continuous variables and involve nonlin-
earity in objective function and constraints. Several methods have
been proposed to solve MINLPs including NLP-based branch and
bound (Nabar and Schrage, 1991), generalized Beneders decom-
position (Geoffrion, 1972), and OA (Duran and Grossmann, 1986).
The OA is suitable for convex MINLPs and its execution involves
repeatedly solving the NLP subproblem, generated by fixing the val-
ues of discrete variables, and the Master problem, constructed by
replacing the nonlinear functions by their linear approximations,
until the bounds from these two problems converge. In this paper,
we use logic-based OA to develop our !-OA algorithm to solve
bi-objective GDPs in the synthesis of nonlinear process networks.
The !-OA uses the results of the previously solved subproblems
to eliminate the unnecessary operations in subsequent iterations.
We conduct an experiment to compare the effectiveness of !-
OA with the straightforward use of OA to solve subproblems of
the augmented !-constraint method (!-con + OA), the augmented
!-constraint with MINLP solvers (!-MINLP), and T-!-con. We illus-
trate these four algorithms on 3 and 8 process networks and show
that !-OA is very effective than others. Moreover, compared to T-!-
con, our novel algorithm !-OA enhances the quality of the results
as it guarantees the efficiency of the solutions.

The design of this paper goes as follows. Section 2 presents
the bi-objective nonlinear process networks and illustrates on 3
and 8 process problems. The augmented !-constraint model of this
problem is given in Section 3. Section 4 outlines the foundation
of logic-based OA with respect to the bi-objective nonlinear pro-
cess networks problem. We  propose the novel !-OA algorithm in
Section 5. A computational experiment is presented in Section 6 to
illustrate the efficiency of !-OA. This is followed by conclusion.
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ables are defined for process units in the network and show the
existence of the corresponding unit. The objective function simul-
taneously minimizes two  functions, z1 and z2. Eq. (2) represents
global inequalities that always hold independent of the values of
Boolean variables. Disjunctions (Eq. 3) are written for all processing
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are paid, otherwise the associated c, p, and x’s become zero. Here,
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and hi(x) can be linear or nonlinear convex functions.

2.1. Example: 3-process network

In this section, we  present the well-known 3-process network
synthesis example (Kocis and Grossmann, 1989) to illustrate the
bi-objective model given by Eqs. (1)–(5). This example consists of
3 processing units, as shown in Fig. 1. The raw material A should
be processed in either units 2 or 3 to produce B. The material B can
be also purchased from outside. Unit 1 processes B and produces C.
The variables xk, k = 1, . . .,  8, are the amount of material flows.
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Fig. 1. Superstructure for the 3-process network synthesis.
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(8)

The design specifications and logic propositions based on the con-
nections and interactions between units:

Y1 ⇒ Y2 ∨ Y3 ∨ (¬Y2 ∧ ¬Y3),

Y2 ⇒ Y1,

Y3 ⇒ Y1,

¬Y2 ∨ ¬Y3

(9)

Finally, the definition of variables as positive continuous and
Boolean:

xk≥0 ∀k = 1, . . .,  8,

ci, pi≥0 ∀i = 1, 2, 3,

Yi ∈ {True, False} ∀i = 1, 2, 3

(10)

2.2. Example: 8-process network

The superstructure for the 8-process network synthesis (Fig. 2,
Kocis and Grossmann, 1989) consists of 8 processing units and 25
continuous variables for the amount of material flows. The general-
ized disjunctive programming model for this example is available
in Appendix A.

3. Augmented !-constraint

The augmented !-constraint method converts MCO  to a sin-
gle objective problem considering one criterion, usually the most
important one, as the objective function and including the oth-
ers into the set of constraints (Mavrotas, 2009). The objective

function also incorporates the slack variables for the newly added
constraints to eliminate the possibility of generating weekly
dominated solutions. In this section, we present the augmented
!-constraint model for the GDP of bi-objective nonlinear process
networks and prove the efficiency of the obtained solutions. Note
that this proof holds if the nonlinear functions (i.e. f1(x), f2(x), g(x),
and hi(x)) are convex.

In the augmented !-constraint method, the range of the sec-
ond objective (i.e. zU

2 − zL
2) is divided into Q equivalent intervals,

and the first objective is optimized for each. If the value of Q
is sufficiently large, solving the subproblems of the augmented
!-constraint method results in a fine approximation of the effi-
cient frontier. Note that, however, more computational effort is
required as Q increases. The jth subproblem (SPj) of the augmented
!-constraint method is written as follows (j = 0, . . .,  Q).

min  Zaug =
∑

i

ci + f1(x) − "
s
r

(11)

s.t.
∑

i

pi + f2(x) + s = zU
2 − j!, (12)

and Eqs. (2)–(5).  (13)

where " is an adequately small number, usually between 10−3 and
10−6, s is the slack of the constraint that is added to the problem
because of the second objective, zL

2 and zU
2 are the lower and upper

bounds of the second objective, r is the range of the second objec-
tive, and ! is the length of each interval (i.e. ! = (zU

2 − zL
2)/Q ). In

T-!-con, the objective function does not include the augmented
part ("(s/r)); hence, it is possible to generate weekly efficient solu-
tions.

Theorem 1. Solving subproblem (SPj) produces efficient solutions for
problem (P).

Proof. First, we prove that solving subproblem (SPj) produces a
solution that is efficient over the feasible region of the subproblem.
Suppose that #A = (xA, cA, pA, YA) and #B = (xB, cB, pB, YB) are feasible
for subproblem (SPj) and #A ≻ #B, i.e. #A dominates #B.
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)
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(
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i
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)

= zA
1 − zB

1 + "
r

(zA
2 − zB

2)

(16)

There are two possibilities:

• zA
1 ≤ zB

1 and zA
2 < zB

2. Consider Eq. (16). Since zA
1 − zB

1 ≤ 0, " > 0,
r > 0, and zA

2 − zB
2 < 0, then the right-hand-side of Eq. (16) is neg-

ative. Then, Zaug
A − Zaug

B < 0 and Zaug
A < Zaug

B . Therefore, only #A
can be found due to a better objective value.

• zA
1 < zB

1 and zA
2 = zB

2. In this case, Eq. (16) becomes Zaug
A − Zaug

B =
zA

1 − zB
1 < 0. Therefore, only #A can be found.

Now, we prove that the efficient solution #A cannot be dom-
inated by the feasible solutions of problem (P) that are outside
of the feasible region of the subproblem (SPj). Since #A is fea-
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(8)

The design specifications and logic propositions based on the con-
nections and interactions between units:

Y1 ⇒ Y2 ∨ Y3 ∨ (¬Y2 ∧ ¬Y3),

Y2 ⇒ Y1,

Y3 ⇒ Y1,

¬Y2 ∨ ¬Y3

(9)

Finally, the definition of variables as positive continuous and
Boolean:

xk≥0 ∀k = 1, . . .,  8,

ci, pi≥0 ∀i = 1, 2, 3,

Yi ∈ {True, False} ∀i = 1, 2, 3

(10)

2.2. Example: 8-process network

The superstructure for the 8-process network synthesis (Fig. 2,
Kocis and Grossmann, 1989) consists of 8 processing units and 25
continuous variables for the amount of material flows. The general-
ized disjunctive programming model for this example is available
in Appendix A.

3. Augmented !-constraint

The augmented !-constraint method converts MCO  to a sin-
gle objective problem considering one criterion, usually the most
important one, as the objective function and including the oth-
ers into the set of constraints (Mavrotas, 2009). The objective

function also incorporates the slack variables for the newly added
constraints to eliminate the possibility of generating weekly
dominated solutions. In this section, we present the augmented
!-constraint model for the GDP of bi-objective nonlinear process
networks and prove the efficiency of the obtained solutions. Note
that this proof holds if the nonlinear functions (i.e. f1(x), f2(x), g(x),
and hi(x)) are convex.

In the augmented !-constraint method, the range of the sec-
ond objective (i.e. zU

2 − zL
2) is divided into Q equivalent intervals,

and the first objective is optimized for each. If the value of Q
is sufficiently large, solving the subproblems of the augmented
!-constraint method results in a fine approximation of the effi-
cient frontier. Note that, however, more computational effort is
required as Q increases. The jth subproblem (SPj) of the augmented
!-constraint method is written as follows (j = 0, . . .,  Q).

min  Zaug =
∑

i

ci + f1(x) − "
s
r

(11)

s.t.
∑

i

pi + f2(x) + s = zU
2 − j!, (12)

and Eqs. (2)–(5).  (13)

where " is an adequately small number, usually between 10−3 and
10−6, s is the slack of the constraint that is added to the problem
because of the second objective, zL

2 and zU
2 are the lower and upper

bounds of the second objective, r is the range of the second objec-
tive, and ! is the length of each interval (i.e. ! = (zU

2 − zL
2)/Q ). In

T-!-con, the objective function does not include the augmented
part ("(s/r)); hence, it is possible to generate weekly efficient solu-
tions.

Theorem 1. Solving subproblem (SPj) produces efficient solutions for
problem (P).

Proof. First, we prove that solving subproblem (SPj) produces a
solution that is efficient over the feasible region of the subproblem.
Suppose that #A = (xA, cA, pA, YA) and #B = (xB, cB, pB, YB) are feasible
for subproblem (SPj) and #A ≻ #B, i.e. #A dominates #B.
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There are two possibilities:

• zA
1 ≤ zB

1 and zA
2 < zB

2. Consider Eq. (16). Since zA
1 − zB

1 ≤ 0, " > 0,
r > 0, and zA

2 − zB
2 < 0, then the right-hand-side of Eq. (16) is neg-

ative. Then, Zaug
A − Zaug

B < 0 and Zaug
A < Zaug

B . Therefore, only #A
can be found due to a better objective value.

• zA
1 < zB

1 and zA
2 = zB

2. In this case, Eq. (16) becomes Zaug
A − Zaug

B =
zA

1 − zB
1 < 0. Therefore, only #A can be found.

Now, we prove that the efficient solution #A cannot be dom-
inated by the feasible solutions of problem (P) that are outside
of the feasible region of the subproblem (SPj). Since #A is fea-
sible for subproblem (SPj), then #A is feasible for Eqs. (2)–(5)
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(8)

The design specifications and logic propositions based on the con-
nections and interactions between units:

Y1 ⇒ Y2 ∨ Y3 ∨ (¬Y2 ∧ ¬Y3),

Y2 ⇒ Y1,

Y3 ⇒ Y1,

¬Y2 ∨ ¬Y3

(9)

Finally, the definition of variables as positive continuous and
Boolean:

xk≥0 ∀k = 1, . . .,  8,

ci, pi≥0 ∀i = 1, 2, 3,

Yi ∈ {True, False} ∀i = 1, 2, 3

(10)

2.2. Example: 8-process network

The superstructure for the 8-process network synthesis (Fig. 2,
Kocis and Grossmann, 1989) consists of 8 processing units and 25
continuous variables for the amount of material flows. The general-
ized disjunctive programming model for this example is available
in Appendix A.

3. Augmented !-constraint

The augmented !-constraint method converts MCO  to a sin-
gle objective problem considering one criterion, usually the most
important one, as the objective function and including the oth-
ers into the set of constraints (Mavrotas, 2009). The objective

function also incorporates the slack variables for the newly added
constraints to eliminate the possibility of generating weekly
dominated solutions. In this section, we present the augmented
!-constraint model for the GDP of bi-objective nonlinear process
networks and prove the efficiency of the obtained solutions. Note
that this proof holds if the nonlinear functions (i.e. f1(x), f2(x), g(x),
and hi(x)) are convex.

In the augmented !-constraint method, the range of the sec-
ond objective (i.e. zU

2 − zL
2) is divided into Q equivalent intervals,

and the first objective is optimized for each. If the value of Q
is sufficiently large, solving the subproblems of the augmented
!-constraint method results in a fine approximation of the effi-
cient frontier. Note that, however, more computational effort is
required as Q increases. The jth subproblem (SPj) of the augmented
!-constraint method is written as follows (j = 0, . . .,  Q).

min  Zaug =
∑
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ci + f1(x) − "
s
r

(11)

s.t.
∑
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pi + f2(x) + s = zU
2 − j!, (12)

and Eqs. (2)–(5).  (13)

where " is an adequately small number, usually between 10−3 and
10−6, s is the slack of the constraint that is added to the problem
because of the second objective, zL

2 and zU
2 are the lower and upper

bounds of the second objective, r is the range of the second objec-
tive, and ! is the length of each interval (i.e. ! = (zU

2 − zL
2)/Q ). In

T-!-con, the objective function does not include the augmented
part ("(s/r)); hence, it is possible to generate weekly efficient solu-
tions.

Theorem 1. Solving subproblem (SPj) produces efficient solutions for
problem (P).

Proof. First, we prove that solving subproblem (SPj) produces a
solution that is efficient over the feasible region of the subproblem.
Suppose that #A = (xA, cA, pA, YA) and #B = (xB, cB, pB, YB) are feasible
for subproblem (SPj) and #A ≻ #B, i.e. #A dominates #B.
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Ø CPU time comparison 

 

 

CPU TIMES 

 

-1.E+02 

1.E+02 

3.E+02 

5.E+02 

7.E+02 

9.E+02 

1.E+03 

1.E+03 

2.E+03 

2.E+03 

2.E+03 

1.E+01 1.E+02 1.E+03 1.E+04 

CP
U

 ti
m

e 
(s

) 

Q 

CPU time, 3-Process 

ε-con+OA 

ε-OA 

ε-MINLP 

T-ε-con 

-1.E+02 

4.E+02 

9.E+02 

1.E+03 

2.E+03 

2.E+03 

3.E+03 

3.E+03 

1.E+01 1.E+02 1.E+03 1.E+04 

CP
U

 ti
m

e 
(s

) 

Q 

CPU time, 8-Process 

ε-con+OA 

ε-OA 

ε-MINLP 

T-ε-con 

Fattahi&Turkay, Computers & Chem. Eng. 72(2), 199-209 (2015).  
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Figure 3.1: An illustrative example of objective space of a BOMILP

Ø  All possible complications 
with the Pareto set is 
represented in the figure        
-that we could think of 

Ø  Nonconvexity of the Pareto 
set is the main issue 

Ø  Incremental search 
algorithms fail to generate 
the Pareto set 

Ø  Finding the exact Pareto set 
is the main purpose 

Ø  Theoretical analysis to 
guarantee optimality 
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Algorithm 4 �⇤ (EnpoBomip(P)
1: �cp ( LX(Pse

lx1

, Pse

lx2

) , Set �⇤  {�cp}, Y exc  {}, ⇠  true

2: loop

3: if � (( LPnep(ycp)) = zcp1 then

4: Set Y exc  Y exc [ {ycp}
5: if znp2 (Pnp

lx1

(Y exc, zcp1 ) is feasible then

6: �np (Pnp

lx2

(znp2 )
7: if znp1 < zcp1 or znp = zcp then

8: Set �⇤  �⇤ [ {�np}, ⇠  true , �cp  �np

9: else Set �cp  �np , ⇠  false

10: end if

11: else return �⇤

12: end if

13: else

14: �nep ( FindNep(�cp), Set Ỹ exc  {}, �̃ {}
15: loop

16: if ž2 (Pncc

lx1

(Y exc [ Ỹ exc [ ycp, zcp, znep) is feasible then

17: �̌(Pncc

lx2

(Y exc [ Ỹ exc [ ycp, ž2)
18: if ž1 < zcp1 then

19: Update �̃, Set �⇤  �⇤ [ (�cp, �̄) [ {�̌} [ �̃, �cp  �̌, ⇠  true,
break loop

20: else

21: if ⇠ = true then Set �⇤  �⇤ [ {�̌}
22: end if

23: if � (( LPnep(y̌)) < zcp1 then

24: �̃(FindNep(�̌)

25: if

z̃2�zcp2
z̃1�zcp1

>
znep2 �zcp2
znep1 �zcp1

then

26: Set Ỹ exc  Ỹ exc [ {ycp} , �cp  �̌, �nep  �̃, �̃ {}
27: else if

z̃2�zcp2
z̃1�zcp1

<
znep2 �zcp2
znep1 �zcp1

then Set Ỹ exc  Ỹ exc [ {y̌}
28: else if znep1 � z̃1 then Set Ỹ exc  Ỹ exc [ {y̌}, �̃ �̃ [ (�̌, ¯̃�)
29: else Set Ỹ exc  Ỹ exc[{ycp} , update �̃, Set �̃ �̃[ (�cp, �̄nep)

, �cp  �̌, �nep  �̃,
30: end if

31: else Set Y exc  Y exc [ {y̌}
32: end if

33: end if

34: else

35: Set �⇤  �⇤ [ (�cp,�nep] [ �̃ , �cp  �nep, ⇠  true, break loop

36: end if

37: end loop

38: end if

39: end loop

Ø  All cases are embedded in 
the algorithm 

Ø  The exact Pareto set is 
guaranteed 

Ø  Implementation in GAMS 



EXPERIMENTS 

Ø  Comparative analysis of AUGMECON, CAN and 
ENPOBOMIP 

Ø  AUGMECON: Q =10,000 and µ=10-4 

Ø  Three well-known problems: 
1.  SCPN: Synthesis of Complex Production Networks: The 

benchmark problems are outlined in (Grossmann, Drabbant, Jain, 
1982) 

2.  FLP: Facility Location Problem:  Instances are generated using the 
algorithm given by Stidsen et al., 2014, m=5, 10. 15, 20, 25, 30, 35 

3.  FCNDP: Fixed Charge Network Design Problem: Instances are 
generated using the algorithm given by Stidsen et al., 2014, n=3,
…,9 



RESULTS: SCPN 
Experimental Work: BOMILPs

The resulting nondominated frontiers found for biobjective SCPN using
the three algorithms
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Interfaces: Ignacio shared the model and data that was published in 1982! 



RESULTS: FLP 
Experimental Work: BOMILPs

The resulting nondominated frontiers found for biobjective m=5 FLP
using the three algorithms
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RESULTS: FCNDP 
Experimental Work: BOMILPs

The resulting nondominated frontiers found for biobjective n=5 FCNDP
using the three algorithms
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RESULTS: QUALITY 

Experimental Work: BOMILPs

Table: Quality of the solutions by the three algorithms

aug (ndp) Can (esn) Enp(ndls,ndp)

SCPN 10,001 9 (22,0)
FLP
m=5 10,001 20 (24,0)
m=10 10,001 47 (68,0)
m=15 9,885 89 (113,0)
m=20 9,962 121 (201,0)
m=25 10,001 176 (255,0)
m=30 9,854 207 (293,0)
m=35 9,766 273 (380,0)
FCNDP
n=3 1,317 6 (4,4)
n=4 8 3 (0,8)
n=5 2,512 9 (11,6)
n=6 8,346 20 (69,7)
n=7 7,745 24 (94,0)
n=8 8,354 32 (169,0)
n=9 7,708 44 (144,0)
FCNDP(⇥.1)
n=3 1 1 (0,1)
n=4 5 3 (0,5)
n=5 398 7 (5,10)
n=6 6,595 11 (29,11)
n=7 6,916 8 (31,4)
n=8 3,492 10 (47,6)
n=9 —⇤ 14 (78,11)
aug (ndp): number of nondominated points found by Augmecon, Can (esn): number
of ESN points found by Can, Enp (ndls,ndp): number of nondominated line segments
and nondominated points found by EnpoBomip

⇤ the instance is not solved in 15,000 seconds

33 / 50



RESULTS: PERFORMANCE 

Experimental Work: BOMILPs

Table: E↵ectiveness analysis of Augmecon v.s. EnpoBomip

Augmecon EnpoBomip

MILP TT MILP T(MILP) LP T(LP) TT
SCPN 10,003 1,483.76 45 7.15 114 12.45 19.66
FLP
m=5 10,003 924.24 33 2.79 131 9.70 12.57
m=10 10,003 945.49 98 9.82 515 41.75 51.86
m=15 9,887 1,081.00 145 15.59 869 80.79 96.98
m=20 9,964 1,316.60 275 40.34 1,807 195.65 237.39
m=25 10,003 1,573.24 345 61.98 2,420 306.59 370.90
m=30 9,856 1,818.51 391 82.77 2,899 429.28 515.41
m=35 9,768 2,721.94 495 231.97 3,776 1,415.21 1,807.29
FCNDP
n=3 1,319 225.67 21 2.24 16 1.61 3.86
n=4 10 2.02 17 2.20 8 0.87 3.08
n=5 2,514 359.36 40 5.94 39 4.09 10.06
n=6 8,348 1,396.80 189 40.23 338 40.31 80.90
n=7 7,747 2,031.47 212 68.32 494 65.19 134.18
n=8 8,356 4,153.38 405 231.72 1,289 192.91 426.86
n=9 7,710 3,925.49 305 228.00 992 182.99 413.25
FCNDP(⇥.1)
n=3 2 0.74 3 0.35 1 0.11 0.46
n=4 7 1.32 11 1.36 5 0.48 1.84
n=5 400 66.18 32 4.98 27 2.56 7.57
n=6 6,597 2,066.65 98 44.74 144 16.15 61.05
n=7 6,918 4,697.94 82 71.37 135 19.21 90.78
n=8 3,494 12,848.55 130 495.32 195 27.62 523.35
n=9 — —⇤ 209 842.31 328 59.23 902.48
MILP: number of MILP resolutions, TT: total running time, T(MILP): total CPU time spent for MILP
resolutions, LP: number of LP resolutions, T(LP): total CPU time spent for LP resolutions
⇤ the instance is not solved in 15,000 seconds
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Ø Generation of the Pareto set for bi-objective discrete-
continuous optimization problems is challenging 

Ø We have effective algorithms to generate the efficient 
set for bi-objective MINLP and MILP 

Ø MILP 
ü  Exact Pareto set is guaranteed 
ü Computationally superior than competing algorithms 
ü Quality of solutions is much better 

Ø MINLP 
ü  Approximation of the Pareto set 
ü Network Synthesis Problems: the performance does not 

suffer from the second objective 

 

SUMMARY 
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