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Areas of PSE Accomplishments  

•  Steady State Process Flowsheeting 
•  Process synthesis  
•  Process/design optimization 
•  Dynamic systems modeling 
•  Process Control 
•  Process planning/scheduling 
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Westerberg & Flowsheeting 

Steady State Flowsheeting 
•  Unit ops & properties models 
•  Approaches to model assembly 
•  Computational strategies for 

convergence/solution 

Issues pursued 
•  Sequential modular strategy  

•  Tearing & convergence 
•  Equation-based simulation 

•  Output assignment 
•  Equation decomposition  
•  Sparse matrix methods 
•  Sequencing indexed equation sets 
•  Newton-based computation Cambridge University Press, 1979 



Flowsheeting 

Westerberg & Benjamin  

“Thoughts on a Future Equation- 
Oriented Flowsheeting System” 

Comp Chem Eng 9(5) 1985 
 

  Important Issues 
•  Storage, retrieval, reuse & 

repurposing of models 
•  Language for model building 
•  Treatment of procedures 
•  Hierarchical models 
•  Decomposition/ordering 
•  Initialization/scaling 
•  Convergence 
•  Intelligent user  interaction 

So;ware	
  realiza4ons	
  
•  SPEED-­‐UP	
  (	
  1964)	
  
•  ASCEND-­‐II	
  



Westerberg &  Process Synthesis 
•  Systematization of the 

Invention of Process 
Flowsheets 

•  Problem categories  
•  General process 

flowsheets 
•  Retrofit designs 
•  Heat & power exchange 

networks 
•  Distillation sequences 
•  Evaporator sequences 
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Results and Discussion

Shah and Agrawal10 presented a flowchart with the key
steps of the matrix-based method to synthesize the search
space of basic distillation configurations. We extend the
flowchart to include the steps to generate the subcolumn dis-
tillation configurations. The composite flowchart is shown in
Figure 12. The number of subcolumn configurations for up
to eight components in the feed is listed in Table 5. The
number of basic configurations for up to eight components
in the feed has been provided in the earlier work.10

Our method thus provides a simple algorithm to generate
the search space of subcolumn distillation configurations for
any number of components in the feed thereby extending the
algorithm for generating basic configurations.10 The corre-
sponding thermally coupled configurations having partial to
complete thermal coupling can also be easily generated. We

have not considered configurations having reboilers and con-
densers at intermediate column locations.20,23 Such possibil-
ities can also be included when appropriate.

Several previously unknown subcolumn configurations can
be generated using the matrix method. However, there are
other subcolumn configurations, such as the one shown in
Figure 13, that are not generated by our proposed method.
The search space of subcolumn configurations is thus not
complete. To address this issue, we provide a more elaborate
method in the Appendix to generate all distillation configura-
tions with side-splits including subcolumn, regular-column
and also plus-column configurations. For the purpose of this
article, we focus on the subcolumn configurations generated
by Steps 1 to 4 and Steps 7 and 8. We believe that the set
generated here is large enough to provide a suitably optimal
configuration for a given application. However, if required,

Figure 9. Search space of subcolumn configurations for four-component feed mixture.

Figure 10. Possible instances of configuration in Figure 9d.
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Nishida, Stephanopoulos, Westerberg 
“Review of Process Synthesis” 

AIChE Journal 27(3) 1981 



Process Synthesis 

Specific contributions 
•  Heat exchange   

•  Min No of units; Min utilities 
•  Restricted matches 
•  Heat integrated batch 

processes 
•  Distillation sequences 

•  Conventional non-sharp/
sharp 

•  Heat integrated distillation 
•  Azeotropic distillation 
•  Reactive distillation 
•  Batch distillation sequences 

Approaches 
•  Evolutionary 
•  Branch & bound enumeration 
•  Expert systems / Knowledge 

based 
•  Systematic enumeration of 

configurations 
 
Implementation 
     EROS, SPLIT I & II   

Westerberg 
“A retrospective on design and  

process synthesis” 
Comp Chem Eng 28(4) 2004 



Westerberg &  Process Optimization 

Large scale NLP 
•  Projected gradient & Active 

constraint strategies 
•  Method of Multipliers & 

duality gaps* 
•  Reduced space form of 

Powell’s/ SQP approach 

Alternative  objectives 
•  Global optimization 
•  Multi-objective optimization 
•  Bilevel optimization 
•  Use of distributed agents** 
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R sets, there are regions consisting of constraint vectors that are not 
generated by any vector ~ (Fig. 2). Optimum solutions for constraints 
inside such inaccessible regions cannot be discovered by straight- 
forward application of the two-level optimization procedure and must 
be sought by other means. 

The following corollary (Ref. 3) helps to anticipate the existence 
of such an inaccessible region, which will be termed a d u a l  g a p .  

C o r o l l a r y  2.1. A dual gap arises if some choice of Lagrange 
multipliers ~ E D produces at least two solutions to the Lagrangian 
problem (8) with distinct z i -= x i - -  t i ( q j  ) ~ 0, i ~ O ( j ) ,  j = 1 . . . . .  n .  

2.3. Reso lu t ion  of  Dua l  Gaps  Us ing  the  M e t h o d  of  Mul t i -  
p l iers .  Let us assume that the solution to problem (4) is in a dual gap. 
According to Theorem 2.5, the two-level approach fails to find the 
solution. The method of multipliers developed by Hestenes (Ref. 15) 
will be used to cure this shortcoming of the two-level method. 

Let us make the following notational changes: 

gi~ = x i  - -  ti(q~), i e O ( j ) ,  j = 1 . . . . .  n, 

ctT T 1 g r = [g~j ~ ~2J ..... g~.,sJ, j == 1 .. . . .  n, i~ ~ O ( j ) ,  k =- 1 . . . . .  m ,  

!M~ x h (x) < w(o) 
i 
l 

Z 0 

h~(~I=w(o) 
w(z) 

t 

I.~ Dual Gap 

Fig. 2. Failure of the dual approach to yield the primal solution. 

introduced by including negotiation and consensus-
reaching skills in each agent’s design, the necessity for
the agents to have explicit awareness of the other agents
in the system complicates the addition of new agents to
the system because all pre-existing agents must be
modified to be made aware of the new agent.

We eliminate the necessity for every agent to be
explicitly aware of all other agents by removing the
scheduling duties from the direct control of the agent
and placing them in a central executive routine. In this
system, all agents are transient programs that run
independently. As resources become available, the
central executive routine conducts an election and
selects the next agent from a run queue of agents that
have previously requested resources. The central execu-
tive runs the elected agent on the available resources and
resumes waiting for more resources to become available.
The agent instance then autonomously runs through its
algorithm. Before terminating and releasing the re-
sources allocated to it, the agent must place any new
requests for resources onto the run queue (Fig. 2). The
agent system operates in this manner for a predeter-
mined run time, after which the central executive stops
all agents and terminates the agent system.

Although individual agents are no longer strictly
autonomous, the election system is designed to preserve
a large degree of agent autonomy and minimize the
arbitrary influence of the central executive itself. The
election system begins by generating a composite score
for all agent requests in the run queue. The score is
computed as the weighted sum of three independent
metrics: time on the queue, self assessment of potential,
and external assessment of performance. The central
executive sorts all agent requests by this composite score
and randomly selects an agent with a bias toward the
best (most positive) scoring agents. The time on queue
metric for an agent request is the linearly scaled amount
of time the agent has been waiting on the queue, with the
oldest agent request receiving a score of 1 and the most
recent agent request receiving a score of !/1. The self

assessment of potential is assigned by the agent that
placed the agent request on the run queue within the
range [!/1, 1]. This assessment represents the requesting
agent’s belief that the agent request will significantly
benefit the system. In effect, this is a measure of the
desire of the requesting agent for the system to run the
agent request. The external assessment is also a value in
the range [!/1, 1] and is read from the shared memory
system. A single value for the external assessment is
maintained for all instances of a single agent type (e.g.
all ‘hill climber’ agents read from the same shared
variable). The external assessment values can in theory
be modified at any time by any agent; however, in
practice only a set of agents whose express purpose is to
evaluate the performance of other agents will modify the
assessment values.

Agent autonomy is further preserved by requiring all
agents to contain their own initialization and input
selection routines; the role of the central executive is
only to manage conflicting demands for computational
resources. In addition, the central executive uses in-
formation from the agents in the form of both the self-
assessment generated by the agent that generated an
agent request, and the external assessment generated by
other agents. This creates a cyclic flow of control
information between the agents and the central execu-
tive.

The agent pool is divided into three main agent
classes: Operator agents , which manipulate the shared
memories and attempt to solve the problem; Selection
agents , which identify candidate objects for one or more
Operator agents to use as input; and Meta agents , which
do not directly operate on the solution memories but
rather monitor and assist the Operator and Selection
agents. The shared memory system is implemented as a
set of database tables. All agent interactions only occur
through the database tables, which facilitates agent
development in a heterogeneous language environment:
any language which can interface (or be made to
interface) with the database can be used to develop
agents. This allows for the rapid encapsulation (or even
direct integration) of existing algorithms and routines
into the agent framework with a minimal amount of
customization. Asynchronous operation also allows the
efficient integration of a large variety of agents that
operate across a widely disparate range of complexities
and execution times.

To enable the rapid development and integration of
algorithms into the agent system, we establish a library
of agent components with standardized interfaces. Each
component provides a specific capability to the agent;
for example, a database interface (to send and retrieve
data), an interface to the agent election system (to
request new agents, to retrieve parameters passed to this
agent), and an interface to the solution memory (to
search for solutions, retrieve solutions from the shared

Fig. 2. Proposed agent framework showing information and control
flows. Shaded circles represent individual agent requests. Note that
there are only four agent types and multiple instances of each agent
type.

J.D. Siirola et al. / Computers and Chemical Engineering 27 (2003) 1801"/18111804

*Stephanopoulos & Westerberg, 
 J. Opt.Thry Appl. 15(3) 1975 

**Siirola et al, “Towards agent-based process systems 
engineeering”, Comp Chem Eng 27 (12) 2003 



Westerberg & Dynamic simulation 

Numerical issues 
•  Latency in flowsheet 

simulation 
•  High index DAE models 
•  Near index / stiff models 
•  Moving grid finite element 

methods 
Applications 
•  Pressure swing 

adsorption 
•  Extended heat transfer 

surfaces 

Chung & Westerberg, “A proposed numerical 
algorithm for solving nonlinear index problems”, Ind 
Eng Chem Res 29(7) 1990 
 
Hrymak et al, “An implementation of a moving finite 
element method”, J Comp Phys 63(1) 1986 

1570 Ind. Eng. Chem. Res., Vol. 31, No. 6, 1992 

PRODUCT 

FEED 
Figure 1. Cyclic steady state profiles in a fued-bed adsorber. 

boundary conditions for the adsorption and purge opera- 
tions were respectively 

Yi(z=o,T) = Yi" (6) 
Yi(z=l,T) = 0 (7) 

The initial conditions for each operation were taken to be 
the final conditions of the previous operation. The ad- 
sorption operation for cycle 1 was started with initially 
clean beds, so 

(8) 
In the depressurization and repressurization operations, 
the solid-phase concentration of the adsorbable compo- 
nent, Qi, is assumed to not change (frozen solid assumption) 
during the operation. For the depressurization operation, 
the gas-phase concentration, Yi, is averaged across the 
whole bed at the end of the operation while the gas-phase 
concentration after the repressurization operation was 
taken to be the feed concentration. 

The CSS of the above model was determined using a 
method of lines (MOL) solution method. The z spatial 
domain was discretized using five-point biased upwind 
finite differences. This discretization method was used 
since it has been shown that convective phenomena can 
be analyzed effectively using a fmed grid numerical method 
of lines technique with upwind approximations of the 
spatial derivatives (Carver and Schiesser, 1980). The 
problem was implemented using the DSS/2 system (Pirkle 
and Weseer, 1987) to calculate the spatial derivativea and 
using ISODE (Hindmarsh, 1980) as the initial value problem 
ordinary differential equation (ODE) integrator. Thirty 

Yi(z,T=o) = qi(z,T=o) = 0 
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Figure 2. Solid-phase profiles after the adsorption operation. 

Figure 3. Gas-phase profiles after the adsorption operation. 
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Figure 4. Error of approach to CSS. 

unequal spatial intervals were used, the smallest interval 
being at z = 0 and the largest being at Z = 1. The effects 
of using more intervals were found to be negligible; only 
a smal l  amount of numerical dispersion is occurring with 
30 intervals. 

Figures 2 and 3 show the solid- and gas-phase profiles 
at  the end of the adsorption operation for a number of 
consecutive cycles. 
AB can be wan, the curves do not become coincident for 

at least 300 cyclea, at  which time it may be concluded that 
the CSS has been obtained. A better measure of the at- 
tainment of CSS is the error of eq 1 for the current cycle 
which is calculated as 

e = X(z,t=T) - X(z,t=O) (9) 

A. N. Hrymak 

G. J.McRae 

A. W. Westerberg 

Department of Chemical Engineering, 
Carnegie-Mellon University, 

Pittsburgh, PA 15213 

1 Introduction 

Combined Analysis and 
Optimization of Extended Heat 
Transfer Surfaces 
This study presents an efficient numerical method to discover the optimal shape for 
a fin subject to both convective and radiative heat loss. Problem formulation is a 
finite element approximation to the conduction equation embedded within and 
solved simultaneously with the shape optimization problem. The approach handles 
arbitrary equality and inequality constraints. Grid points move to conform to the 
fin shape during the problem solution, reducing the number of elements required in 
the solution. 

Extended surfaces are widely used to increase convective 
and radiative heat transfer to a surrounding medium. One of 
the most common methods for accomplishing this task is the 
use of fins. Alternative statements of the single fin op-
timization problem are: For a given heat dissipation rate find 
the geometric shape that minimizes the material volume, or 
determine the maximum heat dissipation for a given amount 
of material [1]. In either case, if the governing partial dif-
ferential equation and boundary conditions are nonlinear, the 
optimization problem is very difficult to solve by variational 
formulations. The procedure proposed in this paper involves 
simultaneous numerical solution of the temperature field, 
using a finite element approximation, and the optimization of 
values of the parameters defining the fin geometry. As the 
optimization proceeds, the geometry of the fin changes, and 
the finite element mesh or grid within the domain of the fin is 
reinterpolated. The methodology presented is not limited to 
extended surface heat transfer, but rather it can be applied to 
a class of problems where the design variables define the 
geometry of the system and the state of the system can be 
described by elliptic partial differential equations. 

2 Analysis of Heat Transfer From Extended Surfaces 
Heat transfer from an extended surface can be described by 

the governing equation for energy conservation. The fin 
geometry is presented in Fig. 1. 

d / dT \ d / dT \ 
dx V dx / dy V" dy 

/ dT dT \ 

< ( • 

dx 

dT 

T=Tn 

dx 

dy 

dT 
) - ' 

(x,y)£TBCUTCD 

(x,y)£TAB 

(x,y)ZTDA 

(1) 

(2) 

(3) 

(4) 

where T(x) is the temperature distribution inside the fin, Q the 
internal heat generation rate, k is the thermal conductivity, T0 
is the fin root temperature, lx and ly are the direction cosines 
of the surface, and q is the heat dissipation due to convective 
and radiative heat transfer along the surface of the fin. 

The surface flux for a single fin is given by 

<7 
hc{T- Tc) 

(5) 
(6) 

qr = hr{T- Tr) (7) 
hr = eaiT2 + Tr

2)(T+ Tr) (8) 
where hc and hr are the convective and radiative heat transfer 
coefficients for temperatures Tc and Tr. Note that the 
radiative term, hr, is a function of the temperature of the 
environment and the temperature of the fin. 

3 Review of Previous Work on Optimization of 
Extended Surfaces 

The optimal fin literature deals mainly with the problem of 
finding the maximum heat dissipation for a given mass of fin. 
While the bulk of the work deals with single fins, some work 
has been done with arrays. Most of the previous work in fin 
optimization employs one-dimensional lumping [1, 2] to allow 
for the approximation of unidirectional heat flow in thin fins. 
Usually, the temperature is assumed to be uniform over the 
base of the fin; however, as shown by Suryanarayana [3], this 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division June 19, 
1984. 

X = 0 / 
Fig. 1 Schematic representation of the fin and coordinate system 

Journal of Heat Transfer AUGUST 1985, Vol. 107/527 
Copyright © 1985 by ASME
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PSE areas for 21st Century 

•  Computer-aided environments 
for PSE practice 

•  Product centric design & 
development 

•  Enterprise-wide optimization 
•  Risk Management 

G.	
  Stephanopoulos	
  &	
  G.V.	
  Reklai4s,	
  CES,	
  2011	
  



Westerberg & CA design environments 

Model management 
•  Modeling language 
•  Robust solution processes 
•  Model reuse & repurposing 
•  Version management 
 

Collaboration environments 
•  Formalize work flows 
•  Model information 
•  Retain history   
•  Manage access & ownership 
•  Capture knowledge 
 

Software Implementations 
•  SOAR, ASCEND, n-dim 
 
 

Piela et al, “ASCEND: An O O Computer 
Environment for Modeling & Analysis: Part 1”, 
Comp.Chem Eng 16(1)1991 
 
Westerberg et al, ‘Designing the Process 
Design Process”, Comp Chem Eng 21 (S) 1997 
 

$2 PSE '97-ESCAPE-7 Joint Conference 
experienced personnel 

product 
and 

reassure- • • measure- | 
~ n t s  mcn~ 

customer 
satisfaction, 
maintenance 

reports 

Ionetimedelav .._ ~.~ Ion~tlav 

Fig. 1. The control and modification loops surrounding a design process 

conflict -- e.g., for a chemical process we want the high- 
est return on investment and we want the process to be 
safe and flexible. We use tests to evaluate and compare 
design alternatives as we enumerate them but before we 
build them. We carry out tests on proposed designs, not 
completed ones. Defining and implementing tests is usu- 
ally very difficult. For processes, tests include flowsheet 
simulations, HAZOP studies, and committee reviews. 
Many require significant effort. We also need to define 
where we intend to start our design. Will it be based on 
an existing artifact -- such as when we design a new pro- 
cess by analyzing and modifying one or more existing 
ones or will we start from scratch? We need to be well 
aware of what has already been done before we establish 
our starting points. We also need to define the space of 
all alternatives from which we can select our design. 
Defining the design space is a continual process where 
we add and remove options as we learn about our prob- 
lem and as we account for technological advances that 
change the space of available alternatives. 

These same issues arise for designing process 
design processes. We need to set goals and tests. We 
need to define our design space of alternatives and our 
possible starting points. But what are our goals, tests, 
starting points and design space for design processes? 
Goals may include doing no damage to the morale of the 
company employees, keeping the organization effective 
on its current projects and creating faster yet more effec- 
tive design processes. Without models of how our deci- 
sions impact the effectiveness of a proposed design 
process, we can only use our intuition to test likely 
impact of alternative processes on these goals. We 
almost certainly do not know the space of design pro- 
cess alternatives from which to design a new design pro- 
cess. Starting points can include or at least be aware of 

all design processes we and others have practiced and 
documented. 

The space of alternatives is very large, with many 
promising approaches poorly explored, partly due to 
historical reasons as hierarchies are used as the primary 
organizational structures. An interesting approach is to 
start several independently operating design teams, each 
applying a different strategy. These teams communicate 
periodically only by sharing partial and complete solu- 
tions. Studies on asynchronous teams (A-teams) of com- 
putational agents by Talukdar and coworkers [Talukdar 
and Sousa, 1992; Talukdar et al, 1996] show that this 
strategy often outperforms any single strategy in search- 
ing for global optimal solutions to complex problems, 
an approach that may be very desirable if one does not 
want to be beaten soon by one's competition. For this 
approach, there are relevant studies on computational 
and mathematical models of organizations [Huberman, 
1995; Epstien and Axtell, 1996]. 

When reviewing design processes in industry, we 
find them to be very complex human activities -- even 
for routine products the company has designed for half a 
century. Fig. 2 shows the information flow for an electri- 
cal component manufacturing company we studied. The 
details on this figure are not important; the message is 
its complexity for what we might consider to be a rela- 
tively routine design process. The information flows are 
between the customer and the customer engineer and 
then between the customer engineer and the design 
department. Within the design department, we see a self- 
appointed 'keeper' of past designs, designers and tech- 
nology specialists. We find information flowing from 
yester year's customers in the form of problem reports 
and maintenance records. 

Product & 
Process 

Maintenance 
records 

Customer 
Needs 



PSE areas for 21st Century 

•  Computer-aided environments for PSE 
practice 

•  Product centric design & development 
•  Westerberg & Subrahmanian, “Product 

Design” (FOCAPO 2000) 
•  Banares-Alcantara et al, “Decade: A 

Hybrid Expert System for Catalyst 
selection”, Comp Chem Eng (1987,1988) 

•  Enterprise-wide optimization 
•  Risk Management 



Westerberg & Enterprise Optimization 
Capacity planning & production scheduling under uncertainty 

•  Sequential decision making under uncertainty 
•  Select capacity, technology, inventory & production level 
•  Maximize profit & minimize downside risk 
•  Strategies 

•  Multistage stochastic programming problem 
•  Multi-objective Markov decision problem 
•  Stochastic optimal control approach 
•  Simulation-based optimization 

Cheng et al, “Design & planning under uncertainty”, Comp Chem Eng 27(6) 2003 
Cheng et al, “Multiobjective decision processes under uncertainty”, Ind Eng Chem Res 44(8) 2005 

L. Cheng et al. / Computers and Chemical Engineering 29 (2004) 149–164 153

Fig. 1. The decision process in capacity planning and inventory control.

ωk−1,• = {ω1, . . . , ωk−1} before stage k to be part of the
stochastic data process. Therefore, Σk represents the infor-
mation available at the beginning of stage k.
The firm makes decisions in stages as information arrives

and uncertainty resolves over time. The following summa-
rizes the sequence of events during each year, as illustrated
in Fig. 1:

(a) At the beginning of each year t = 1, . . . , N. Having ob-
served the information available, the firm chooses the
new capacity level Kt ∈ IL

+.
(b) At the beginning of each month ι during this year. Based

on the current information, e.g. inventory level Itτ , the
firm plans production, constrained by the capacity, to re-
plenish the inventory up to level ytτ . Demand in month τ,
Dtτ , arrives and is satisfied to the extent possible. Thefirm
carries excess inventory to the next month and backlogs
unsatisfied demand, i.e. It,τ+1 = ytτ − Dtτ .

(c) At the beginning of the last year N + 1. The firm salvages
all remaining resources and scraps products in stock.

The capacity and production planning then becomes a de-
cision process, in which decisionmakers choose capacity and
production decisions at each stage k based on the past obser-
vations and decisions, i.e. xk(x1, . . . , xk−1, ω1, . . . , ωk−1).
In other words, xk must be adapted to Σk, or xk is mea-
surable with respect to Σk. This decision process is non-
anticipative in the sense that xk cannot depend on the specific
future events, ωk, . . . , ωT , which are not yet realized. We re-
fer to the sequence of decisions in the decision process as a
decision strategy π = {x1, . . . , xT }.

3.2. Multiple optimality criteria

At each stage of the decision process, while the capacity
and inventory level change as a consequence of the selected
decision, the firm receives a profit or incurs a cost. Note that
we discount all cost parameters to the beginning of the first
year according to a monthly discount factor, α. We can then
drop the discount factor from the cost functions in the paper.

(a) Capacity related contributions: The cost associated with
adjusting capacity level is a function of capacity change,
i.e. cK(Kt − Kt−1). A cost associated with maintaining
equipment incurs at cM for each unit of capacity held for
a year. Thus the reward (minus capital cost) received at

the beginning of each year is as follows:

vt0(Kt, Kt−1) = −cK(Kt, Kt−1)− cMKt (2)

(b) Production related contributions: Each unit the company
produces incurs a variable production cost cP. The com-
pany sells each unit of product, up to the demand of that
month, at a price of pS. It backlogs unmet demand, de-
laying it by at least one month, and charges a shortage
penalty cS and a delay cost (1 − α)pS for each unit of
unmet demand. Finally it carries unsold products to the
next month as excess inventory, which incurs a unit hold-
ing cost of cH. Thus the reward (operating profit) during
each month is as follows:

vtτ(Itτ, ytτ, Dtτ) = γtτ(ytτ, Dtτ)+ cPItτ (3)

where

γtτ(ytτ, Dtτ) = pSDtτ − cH (ytτ − Dtτ)+

− [(1− α)pS+cS](ytτ − Dtτ)− − cPytτ

(4)

We denote x+ = max(x, 0) and x− = max(−x, 0).
(c) Terminal value: At the last year, the firm salvages re-

maining equipment at a value of rD per unit and scraps
the leftover products at a price of pF. The cumulative un-
met demand becomes lost sales and incurs a charge of pS
per unit. Thus the reward (terminal value) at the last year
is as follows:

vN+1,0(KN, IN+1,0) = rCKN + pFI+
N+1,0 − pSI−

N+1,0 (5)

We can express the total discounted reward, given that the
initial state is (K0, I00) and the firm applies a decision strategy
π, as follows:

vπ(K0, I00) =
N
∑

t=1

(

vt0 +
M
∑

τ=1
vtτ

)

+ vN+1,0 (6)

After choosing and implementing the decision strategy π, the
decision maker receives the outcomes for the system perfor-
mance, such as returned profit, customer service and process
lifetime. It is the decision maker’s incentive to choose a deci-
sion strategy such that these outcomes are as “good” as pos-
sible, in other words, optimal. This necessitates the need for
performance measures, or optimality criteria, to compare al-
ternative decisions. In this work, we consider two optimality
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Summary 
•  AWW major contributions to PSE technology 

•  Steady state & dynamic flowsheet simulation 
•  Process synthesis: problem formulation & 

synthesis methodologies 
• Optimization: algorithms & problem structure 
•  CA Environments to support design process 
•  Conceptualization of stochastic decision problems 

of enterprise-wide perspective 
•  AWW major contributions to PSE community 

•  Dissemination, education & training 
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